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Reason for Energy and Efficiency Research
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E==2 energy consumption is main
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a datacenter is more expensive
than buying a datacenter

Estimated U.S. Energy Consumption in 2016: 97.3 Quads — £ Lg Iﬂgﬁ;ﬁgﬁ;‘gfg&?

NerEsemery 0.08
Solar fmeertx

= All energy carriers have risks.

' The only risk free “energy” is efficiency

= Coal and Oil, Greenhouse due to CO,

» Gas, Greenhouse due to CO, and 30x due to methane
* Hydro, flooding, limited due to rainfall patterns

» Geothermal, fracking can trigger earthquakes

= Solar, radiative forcing (not included in diagram)

» Nuclear, accidents and heating of nuclides

= Wind, light flicker and sound

= Waves limited geographically

Quad =10 BTU =1.055 EJ
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Low Datacenter Efficiency . .
= Pchi]]er
. . . , o |
Efficiency is 0.000°004% . lTh\T' X Chillers (Refrigeration) 1
* Volume used for compute is T, an
<1 ppm (part per m||||0n) Junction Chiller Chiller to
to chiller ambient

Heat-flow path

Electrical. * L - z Racks & Fans

Switchgear / Genonto‘r/
Lighting 1 M

Brouillard, APC, 2006

= A computer is an inefficient
“joule heater” “producing”
10-20°C “heat”.
The output is 0.000°004% ICT and 99.999'996% “negative grade” heat . .. \vater

= Consequence: We have a lot to do to change energetics and density! CRAC/
CRAHSs Condenser

Electrical Power
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Agenda

Thermal resistance key to improve efficiency

Zero Emission Datacenters — from Idea to largest European
Computer in 5.5 Years

Volumetric density scaling to replace Moore’s law and transform IT

iIndustry
Information Industry reinvents itself every 12 years

Wearables for healthcare and Human Centric Sensing and
Computing

Bruno Michel, bmi@zurich.ibm.com
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Data Center Evolution ... @ 100 TFLOPS

P5 (ASCI Purple) — 2005

Gl i e e

P6 (2008)

SR Scaling within the 6 year time-span: PT{20M)
(0 + 19-fold power reduction ,..‘;
e « 286-fold footprint reduction
i « 16x by node scaling
: 1 Rack
Al « 18x by packaging technology ) 35 f2
0 0D 0o O 12 Racks 100%
2 CRAHs Water Cooled
1000 ft2
864 kW
126 Racks - 80;/0 -
ater Coole
21%%';925 Air Cooled Eouiibeys
34’00 kW M. Ellsworth
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How are Thermal ReS|stances Massively Reduced?

Back-side cooling evolution

e

Lid-attached Direct-attached Embedded

Top die

a)
1 _ evaporation
time ——— " front
evaporation __neck Bottom die
direction [

capillary
bridges

Disruptive cooling approaches
Dual-side Volumetric

Y.

Thermal laminate  Convective interposer Interlayer

silicon

solder bond

c) Manifold

Ll

Si-Cold Plate

Via density
TSV pitch

Parallel plate

Stack footprint
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Biological Concepts Transform IT Industry

Hot-Water-Cooled Zero Emission Datacenters ,Aquasar®

Micro-channel Heat
liquid coolers exchanger

Processors should
not reach more
than 85°C.

CMOS 80°C

Biological inspired: Water Out 65°C

Vascular systems
optimized for low

0
ydl pressure transport Water In 60°C Bruno Michel, bmi@zurich.ibm.com © 2016 IBM Corporation
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Zero-Emission Data Centers

» High-performance chip-level cooling improves .

energy efficiency AND reduces carbon footprint
—Cool chip with DT = 20°C instead of 75°C

—Save chiller energy: Cool with T > 60°C hot water

—Re-use: Heat 700 homes with 10 MW datacenter

A

o] @ ) cmmee | e | amums

S L i L L L S

C

20 nm

= Need carbon footprint reduction
—EU, IPCC, Stern report targets

T. .
- JUHCIIOII
—Chillers use ~50% of datacenter energy - S Ry si

3

oo
[a]

— Space heating ~30% of carbon footprint 0F *.f‘h “iiund
B h, heat exchanger
. . 60 'Rrh’Si'TIM *QA;Q* tth plpeine Trellse
= Zero-emission concept e S

th, TIM-cooler

h
(=]
T 1 1

valuable in all climates

Exergy Energy
—Cold and moderate climates: N Rip. cooterair for other | for data

energy savings and energy re-use
—Hot climates: Free cooling, desalination

Temperature (°C)
I
=)

cooling
with

L Daytime temperature Fre& R ‘Energy for | energy

- ; th .
2 -| reuse
cooling chiller [ dA1A ‘centel
cooling

| Reservoir temperature X, Rm, air-fluid

(78]
(=]

r

2
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» Europe: 5000 district heating systems Niahftime ¢ w
— Distribute 6% of total thermal demand [ ETE S -

—Thermal energy from datacenters absorbed Heat-flow path ]

(=]
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SuperMUC at Lelbmz Rechenzentrum

Phase I (2012) Phase Il (2015)

IDPX DWC dx360 M4 ’ World's E -~ L5432 NXS DWC nx360 M5

9288 ’ Most Powerful & & & 3096
A N I

HPLinpack Performance e : A Energy Eff|C|ent - ) '_ 3 HPLinpack Performance

29PFLOPS 2. S - 5 . 28PFLOPS

Power Dissipation Power Usage Effectiveness : & ekt | Power Dissipation

w36 MW | <> PUE 1.1 P wo0l.3 MW

= 9288 IBM System x iDataPlex dx360 M4 * IBM System x / Lenovo NeXtScale """
— 43997256 Components DWC nx360 M5
— 8.08 m? CMOS 4.22x1018 transistors
— 74304 Samsung 4 GB DIMMs
= 11868 IB Fibre Cables 192640 m
= Cooling
— 34153 m Copper
— 18978 Quick Connects
— 7.9 m3Water

Mass 194100 kg
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Mega Trends with Implications

Cognitive Computing

Bruno Michel, bmi@zurich.ibm.com

/ The End of \

Transistor Scaling

Dense and Efficient

kSystems Roadmay

/ The Internet \

of Things loT

IBM Watson
Wearables and

\ Healthcare /
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(R)evolution of Information Technology - Device centric viewpoint (left)

=> Device performance dominates
— Power depends on better device performance

1 Trillion

T
<
g i ) i .
, » Density centric viewpoint (below)
.~ ransistor s '
Z 1 aion £ =» Communication efficiency dominates
c | ? . . .
£ e - — Power and memory proximity depend on size
2 1 Milion sssssssess § — Dominant for large systems (>Peta-scale)
£ Mechanical ¥ ” . . r r
(3- e EVOIutlon 10"t Biological brains
31 Thousand d Improve efficiency o Whale
S through density Eepniri—goo
o Monkey
' g - /.
a ‘ ‘ o~l Revolution )
'@ Samsung S3mini

1980 2000 2020 IBM Roadrunner ./' 2013

2008 ; SuperMUC
// 2012

/.NEC Earth Simulator
2002

Source: Kurzweil 1999 - Moravec 1998

IBM PS/2E

» Density and efficiency on log-log line

Computing efficiency [ops/J]

— Brain is 10* times denser AND 10* times more efficient cMOS
DEC PDP—W:;.;?.
* Independent of switch technology 100 | Henorwen e g |
— No jumps mechanical — tube — bipolar — CMOS — neuron LNVAC ) CMOS replaced
Zumaz4 gl Jo5t Bipolar Elprcl)larddue to its
. . . 2 igher density!
- Communication as main bottleneck e
— Memory proximity lost in current computers (1300 clock access) 10 10° 160 165 1610 1(']15

— Detrimental for efficiency Computing density [ops/(s-L)]
11 Bruno Michel, bmi@zurich.ibm.com © 2016 IBM Corporation
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Paradigm Change: Vertical Integration

Multi-Chip Design

System on Chip
Through silicon via
electrical bonding

# and water insulation

Global wire length reduction

scheme
acceptable limit unacceptable e
titttt FIuid:;E‘ sePEe 'jpﬁ.i out
* Alarge fraction of energy in computers is 4444 244414 Metee HEHHE FrE R

spent for data transport
» Shrinking computers saves energy

= |

Heat removal limit constrains electrical design

Bruno Michel, bmi@zurich.ibm.com © 2016 IBM Corporation
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Scaling to 1 PFlops in 10 Liters

= Efficiency comparison

— 1PFlops system currently consumes ~10MW

— 0.1 PF ultra-dense system consumes 20 W

» Ultra-dense Bionic System
— Stack ~10 layers of memory on logic

— Stack several memory-logic stacks to stack of stacks

— Combine several blocks of stacks to MCM (MBM)

— Combine MCMs to high density 3D system

» Key enabling technologies
— Interlayer cooling
— Electrochemical chip power supply

= Impact
— 5’000x smaller power
— 50’000°000x denser
— Scalability to zetascale

Power [W]

P. Ruch, T. Brunschwiler, W. Escher, S. Paredes, and B.
Michel, “Towards 5 dimensional scaling: How density
improves efficiency in future computers”, IBM J. Res.
Develop. 55 (5, Centennial Issue), 15:1-15:13 (2011).

Bruno Michel, bmi@zurich.ibm.com

Processor die

Processor/memory /

Stack of stacks

System with
1 PFlops in
10 liters

\

SBS_  Assembly of
ke, boards

Board-level assembly

AL T R = T R LI R ey on R R R R R RRTE R R R -
10" :;Global electricity consumption 10™ f;Mount Everest :
3 1 10° 3 E
10°F P E
F oF E
3 Large datacenter — 10°F y E
E s 1 E F Warehouse, Large— -9 E
E Qf F .7
10° %Dataceniew 1 g 10° _ datacente/r, A
[ =] E E
1 2 ¥ 1
; 3 10°f 1
10° . 3 1
E E 3k .
Microprocessor 107 r Human brain 3
E .|
10° L Lol i o* E- Lol i Lo ial s et g SUGAT CYbE
10° 10" 10" 10" 107 10° 10" 10" 10" 10°

Number of elements

Number of elements
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down Densification

Datacenter in a Box: Top
Falk - N \ > ",

-

73N

[ Leading cooling and power delivery
concept for Dome project

X C

g
Increase density using hot water
cooling structure for power delivery

=>» Density: Key differentiator

~7 &

1000x denser St

and 10x more }/

efficient!! Nt

reduced thermal Y A
and electrical
resistance

delivery

Heat spreader

SoC
Backplane

Bruno Michel, bmi@zurich.ibm.com

/Target system
* T4240 1.8GHz node
» 12 cores 2
threads
» 48GB of DRAM
« 220 GFLOP

e 2U rack unit
e 128 nodes
« 3072 Threads
« 6 TB DRAM

\_ ° 28 TFLOP

J

J

Compute
nodes

Active cooled
heat sink

© 2016 IBM Corporation
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Bell’s Law Demands more Integration

= Every 12-15 years restart of Mainframe Each generation with
: » 10x larger $ market,

Workstation » 100x higher efficiency,
+ 100x higher density, and

a new generation a3
= Hardware cost fraction decreases

from 100% (mainframe) to | . 100x lower cost
<10% while adding functionality Laptop

= Serve healthcare (wearables), E w
industry (work safety) E o \* @ Wearables

= Strengthen Al with cloud, = \*
intelligent edge, and sensors =2 10 g \ \.

= Efficient data acquisition/labelling, = 0 Personal _sga o e
reduce learning time, and quicker SR ’
valuation of trained system 10° A REL RTONe BANAS

1960 1970 1980 1990 2000 2010 2020 2030

= Improved autonomy, functionality, Gaar

latency, reliability, and privacy

» Data is not transferred to cloud but Al tools are transferred to the edge to improve

Bruno Michel, bmi@zurich.ibm.com © 2016 IBM Corporation
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loB Platform

Buildin g blocks modular, flexible and scala- 7 User Interface
ble platform that adapts 2 o] e =

El= N - Data
to use cases and P - Thresholds and trends
Humans as t th
largest data source strengthens
and largest consumer base of Al . Cloud Services

of cognitive

- Storage
services

- Big data science

pyramid

Data Science
* SML Algorithms
* Deep Learning

Data Hub and Sensors
* microservices

- Edge
. . - Communication
Data Collection/Preparation - Alerts
* Gathering protocole Data cleaning - Commercial and
* Reliable Data * Segmentation, labeling new sensors
» Data Storage * Feature selection

Human in Center and Pyramid Base

* Physiology / Medicine
* Psychology / Behavioral change
* Acceptance / Usability / User experience

Use Cases

- eCompanion - Hospital of the Future
CAir - Chronic Disease Mgmt.
FireFighter - Stress Detection

© 2016 IBM Corporation
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eCompanion

Access to

. . cognitive
Functional demonstration of rr?icro—
Minimal Viable Product services

Plug and

play Cloud
experience connectivity
In fabrication

P
r'y |
\
Dock device
Bluetooth LTE
Bluetooth 2.0
Wifi

Wifi

S Restcal Customer Hearable Vi
controlled e

| REST Call data stream interaction
v

. Edge-
L . e Compute
T « for critical

©
-_ o

} Sensor data fusion and feedback to user

Prototype assembly ongoing

© 2016 IBM Corporation
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Prototype of High Quality Show Case

User experience is as part of the
human-machine system

Hardware
« Spherical projection screen
« Microphone array

Applications
« Patient’'s home

« Speaker * Hotel rooms
« Waiting rooms
Soft Layer * Weather stations

« Connected by BLE to
sensors and by WiFi to cloud
« Watson Assistant

© 2016 IBM Corporation
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PoC: Firemen Stress Monitoring and Coaching of COPD patients

= ECG sensors record R-R intervals and HRV (heart rate variability)
= Physical stress by pulse and emotional stress by HRV

= Use on firemen, police, athletes, workplace etc. \

» Use machine learning for classification -

» Integrated acquisition, labelling, and learning ‘

* Include breath, sweat etc. L/
» Project name: DeStress g ‘

= Bi-directional electronic patient — physician communication, continuous patient symptom and activity tracking
= Prediction of exacerbation risk, personalized and context based communication by virtual agent “chat-bot”.

\\ (‘ Analog: Physician patient interaction ;) Phusici

. ICilan
- Patients \ N v ysicia
N

Electronic Symptom Conversation
medical records  data & Content
Q Q ) Data Science:
9 Q2 ) * Expert system
® O {3 ¢ Physiological model
O * Machine learning

Vital signs
monitoring

Recording:
¢> » Medication adherence
Dashboard& @@« . |C—:U”9 :]u_nction_
» Cough intensity
EMR’) 7¢4 = Sputum color
= Activity and sleep
= Vital-signs
= Environmental parameters

Bruno Michel, bmi@zurich.ibm.com © 2016 IBM Corporation
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Results: Mental and Physical Stress Classification with HRV

4 classes: (0) No stress, (1) Mental stress, (2) Physical stress, (3) Physical & mental stress

— 20 different subjects, male and female, from unfit till very fit -

Test starting with 3 minutes relaxing

1Q test (25 min) Reflex test  Stroop Color Tests
Memory training Arithmetic test

Test for physical and mental stress
— 3relaxing - fitness test - fithess & 1Q test

‘ength of rinterval
g B

_rmw
TP+ FP

precision =

TP
TP+ FN

true positive rate = recall =

2 % precision * recall

F-score =

precision + recall Time domain & rest parameters

Distinguish mental stress from parallel
physical stress

Best algorithm: C5 decision tree, with >80 %
precision and recall

Detected all phases for unknown subjects

Stress Class (0-no stress;
1- mental; 2-physical; 3-
mental and physical)

Bruno Michel, bmi@zurich.ibm.com

100

g &
8 &

All HRV parameters
All HRV & rest parameters

"H“"‘\‘l il memory training .
T WAL
A T
i | N A “y Ny diry (i M
‘.‘U U ll‘ ! l‘ lll l) | ! \ 'VAMVI -“.ﬂur.‘m \|\ ’J\"l".\! '\,v.«‘x‘lw‘ﬂ' r'"uu‘njh\f u“l-“"‘J‘d{J |“\‘th g‘lm‘ L\.ﬁl‘{ V‘".‘l\‘*“‘l ij WU' il WL' N“ i\
VW V \ ! ) V ‘\’

)
I
LI \
‘.N“ j - nf""'ll"ﬂ WA | IR ',"ly/lll !
relaxing |\ v "mental test 4

\
|

44 50 52 54 56 E]

PREDICTED CLASSES (DATASET NOTIN TRAINING DATA SET)

—PredClass

© 2016 IBM Corporation
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Hearables — All in One Devices

= Augmented interaction using emotional awareness.

— Hands free and invisible
— Multi function, smart and cognitive

Human - Human vocal communication;
Seamless communication and symbiotic human computer interaction
Hospital of the Future, Cognitive Companion for the Elderly

Fitness, Wellness, Chronic Disease Monitoring
Density and Neuromorphic accele-

-rators key to reach performance D:

\ 1y
.

Real-time translatlon

21 Bruno Michel, bmi@zurich.ibm.com © 2016 IBM Corporation
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Summary

» Thermal resistance key to improve efficiency and reduce carbon footprint
— Reduce losses to unusable heat by reduced thermal resistances
— Application in datacenters and all thermally mediated energy conversion processes
— Thermal and electrical packaging can take lead in many more areas

= Zero Emission Datacenters — from Idea to largest European Computer in 5.5 Years
— 100 PY investment in reducing convective and conductive thermal resistances
— Thermal and electrical packaging can take lead in many more areas
— Top down miniaturization: Datacenter in a box as first step

» Volumetric density scaling to replace Moore’s law and transform IT industry
— Big Data and Cognitive Computing Drive demand for more efficient IT hardware
— Brain inspired packaging with combined power supply and cooling =» Bionic packaging

» Wearables for healthcare and Human Centric Sensing and Computing

— Bell’s law: Mainframe computing — PCs — mobile computing — wearable computing
— Cognitive companion and the augmented human \/

22 Bruno Michel, bmi@zurich.ibm.com © 2016 IBM Corporation
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Thank you very much for your kind Attention!
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Motivation and Vision

Cost and accessibility of healthcare, blockbuster drugs not personalized, cost, reliability, accessibility
Stress umbrella link to human wellbeing needs to be relevant to the people

Human Centric Sensing and Computing: Context key for relevant personalized cognitive services
Personalized cognitive services in preventive medicine / coaching; work safety; wellbeing; elderly care
Miniaturization for low-cost non-intrusive monitoring to reduce cost in acute and preventive medicine
Move intelligence to the edge instead of data to the cloud.

Severely limited local context

. . limited reIevance of cognitive services
N ‘/‘% Single channel human reality ( Y & )
fam :‘,.;

Today -/’

Other channels inaccessible
New human computer
interfaces drive growth and
opportunities for cognitive
cloud applications by supplying
huge amounts of relevant data

Cognitive edge
computing & companion

ultichannel human reality

All channels accessible

Fumj s :

_ o Context rich cognitive services _
Bruno Michel, bmi@zurich.ibm.com © 2016 IBM Corporation
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Smart system integration

l Electronic packaging & energy efficiency

» Links:

= Smart System Integration https://www.zurich.ibm.com/st/smartsystem/

= Functional Electronic Packaging https://www.zurich.ibm.com/st/electronicpackaging/
= Efficiency and Green Technologies https://www.zurich.ibm.com/st/energy efficiency/

25 Bruno Michel, bmi@zurich.ibm.com © 2016 IBM Corporation
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Economist, March 12, 2016:
The Future of Computing

= http://www.economist.com/news/leaders/
21694528-era-predictable-improvement-
computer-hardware-ending-what-comes-
next-future

» Project Syndicate

» Enabling cognitive computing with new
density scaling roadmap

= https://www.project-
syndicate.org/commentary/computing-
will-mimic-human-brain-by-bruno-michel-
2016-06

Bruno Michel, bmi@zurich.ibm.com

Brain scan|Bruno Michel

IBM’s head of advanced micro-integration reckons biology holds the key to more

energy-efficient chips

IN 201 a supercomputer called Watson,
built by 1Bm, beat two top-rank human
champions at “Jeopardy!”, an American
quiz show. This caused great excitement.
Unlike chess, a game of abstract reason
and logic, “Jeopardy!" s full of puns, dou-
ble entendres and wordplay; just the sort of
thing meant to stump computers. But
Bruno Michel, who heads the advanced
micro-integration group at iBm’s research
lab in Zurich, says it was not a fair fight.
“Do you know how much power [Wat-
son] consumes? At the time it was some-
thing like 8okw. That's thousands of
times more than the humans it was play-
ing against.”

Dr Michel argues that computers are
extremely inefficient machines, both in
terms of the electricity they consume and
the space they take up. A typical desktop
machine ora serverin a data centre, he
reckons, uses only about 0.0001% of its
volume to crunch numbers, and perhaps
1% to shuttle the results around. The rest is
mostly empty space. The laws of physics
seta limit to how efficiently information
can be processed, but modern computers
perform at only about 0.00004% of that
theoretical maximum, he calculates. So
for now a big data centre consumes tens of
megawatts of power, almost all of which is
transformed, literally, into hot air.

Moore’slaw used to keep alid on
electricity usage even as computing capac-
ity raced ahead because smaller transis-
tors needed less power. Thatis no longer
true. “Nowadays the cost of buyinga
computer or a data centre is less than the
cost of running it for a few years,” says Dr
Michel. “That's a paradigm shift.” Data
centres already consume 2% of all the
electricity produced in the world.

Dr Michel’s benchmark for efficiency is

The Economist March 12th 2016

evolution; his original training was in
mechanical engineering, but he fell in love
with biology after reading a genetics
textbook. After earning a php in biochem-
istry and biophysics from the University
of Zurich, he joined 18M’s Zurich lab to
work with the scanning tunnelling micro-
scope developed there in1981. It won its
inventors a Nobel prize, allowing scien-
tists to see and manipulate individual
atoms. That job led to a project on manu-
facturing technology for flat-screen dis-
plays. “I get fascinated by new things, and
then | want to start working on them,” he
says. “But my advice is: if you want to
workin a new field, don't be driven by
creativity—be driven by impact.”

Thatis how he gotinvolved in his
current work on more energy-efficient
chips. “In the middle of the past decade
there was a panicin the chip industry—
soon we won't be able to keep these
things cool,” he notes. At the same time
energy policy was becoming more impor-
tant as climate change moved up the
political agenda.

Biology’s secret weapon, he thinks, is
the spidery, fractally branching network of
blood vessels that supply energy to the
brain, allowing most of its volume to be
turned over to useful data-processing
tasks. As near as neuroscientists can tell, a
mammalian brain uses about 70% of its
volume for moving information around,
20% for processing it and the remaining
10% to keep everythingin the right place
and supplied with nutrients. In doing all
these things, a human brain consumes
about 20 watts of power. That makes it
roughly 10,000 times more efficient than
the best silicon machines invented by
those brains, Dr Michel reckons.

One of his favourite charts compares

the density and efficiency of brains with a
string of computing technologies going
back to the second world war. All of them
fall on a straight line, suggesting that to
match the energy efficiency of the brain,
scientists will have to emulate its density.

He is now working on a project to build
an electronic version of the blood that
channels energy to biological brains (see
main article). “It was something like 200
years after the invention of the steam
engine before mechanical engineering
began to catch up with biology in terms of
efficiency,” he says. “It would be good if
computing could accomplish the same
thingin half the time.”

9
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The Big Data and Cognitive Challenge

Big Data in 2030 to 2040 means: ~1000x as much data as now

End of Transistor Scaling means: We will not get more efficient chips
Cognitive Compute Era means: We work ~100x more intensive with the data
Currently ICT industry consumes ~3% ww energy and ~10% ww electricity

1000x more data times 100x more intense compute (at constant efficiency)
Results in ~100°000x more compute and thus ~100°000 times more energy!

Current computers are operated at ~1% of maximal efficiency
since they run at <<10% load and power is not proportional to load

Cloud compute delivery and workload optimization allows an efficiency improvement of ~100x

But we still need 1°000x more energy; since ICT consumes 10% ww electricity
we need ~100x more electrical power stations to fully enable world wide use

of big data and cognitive computing! (in a worst case scenario)

Big data neither works with current computers nor with current roadmaps!
We clearly need major breakthrough innovations!

Bruno Michel, bmi@zurich.ibm.com
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Technologies Involved

Efficient data aggregation

Power harvesting and power management is key
in particular for ECG, EEG, GPS, Computation &
Communication technology

Data quality and fidelity
New efficient sensing
technologies

Multi-sensing, compactness, S/N,
selectivity and specificity

CMOS compatible bipolar junction
transistor for integrated sensing
In-sensor neural network fingerprinting

Smallest and lowest cost
computer technologies

Extended packaging technologies from mobile
and MEMS: SiP and 3D system integration

Flexible, lightweight, thin, and large-area,
bio-compatible integration
Building on existing strategic activity

Bruno Michel, bmi@zurich.ibm.com
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Experimental Demonstration
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Dual-Side Heat Removal

33 Bruno Michel, bmi@zurich.ibm.com

= Thermally viable solution for a highpower die
at the bottom of the stack,

» Free up silicon area in the other tiers, because CPU
power and signaling wiring from the carrier do not
have to be passed on through the other tiers.

= A pyramid-shape chip stack can also be supported.

© 2016 IBM Corporation
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What we can learn from Computer History

» |ntegration density and efficiency wins over performance (again)
» “Toys” have and will become supercomputers

= Managing high areal and volumetric power densities is the key to
enable a new density roadmap

» Human Centric Sensing and Computing: Computers that are closer to
humans can do much more useful things and develop into a cognitive
companion

» Call to action: Future of Computing will be driven by “smart” system-
level integration

= Main driver: Electrical and thermal packaging to reduce resistances
» Resistances are dissipative elements and key culprits for efficiency loss

Figure. Joff H

radic-elactmg

in 1947
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Questions

= How efficient is a current computer in %?
» How much of the volume of a computer is used for the compute function?

Answers
» Efficiency is 0.000°004%
» Volume used for computeis <1 ppm (part per million)

Brouillard, APC, 2006

Waste

jesa)
e Tl
EAT

Lighting 1

= A computer is an inefficient “joule heater” since it produces 10-20°C “heat”.

The output is 0.000°004% ICT and 99.999°996% “negative grade” heat
= Consequence: We have a lot to do to change energetics and density!

Bruno Michel, bmi@zurich.ibm.com
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Electrochemical Redox Flow Batteries

Electrochemical
chip power
Electrolyte Electrolyte delivery.
k
-

¥ tank tanl

Membrane

Electrode Electrode

+

www.netpowertech.com

Characteristics .

= Soluble redox species S
= Inert electrodes i
» Independent energy and power properties

» Single charge and discharge unit

Pump

Electrochemical chip power supply
» Single macroscopic charging unit
= Multiple chip-level discharge units

» Satisfies congruent demand for power delivery
and heat removal

Technology benefits
» No changes in electrode active surface area
= Deep discharge and high power possible

= No electrode lifetime limitations
37 Bruno Michel, bmi@zurich.ibm.com © 2016 IBM Corporation
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High Quality Healthcare by Wearables & Contextual Patient

Patient Mobile Sensing
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/

Vltal Parameters

- Bio-markers

- Social-parameters
Environment

Health record |
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